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AI “programs itself”

The traditional way of making a computer perform a task is to indicate exactly
what simple individual steps have to be executed.

n = 15345

while n > 1:
for k in range(2, n+1):

if n%k == 0:
print(k)
n = n // k
break
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AI “programs itself”

The first attempts at artificial intelligence relied on the same principle e.g.
medical decision, strategy games, or computer vision.

(Newborn, 1996)
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AI “programs itself”

The fundamental idea of machine learning is to automatically tune a program to
make it work well on known examples.
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AI “programs itself”

This strategy mimics in some ways the plasticity of neural networks.

130 LOGICAL CALCULUS FOR NERVOUS ACTIVITY 
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Text-fig. 13. Reconstruction of micro-electrode penetration through the lateral
gyrus (see also P1. 1). Electrode entered apical segment normal to the surface, and
remained parallel to the deep fibre bundles (indicated by radial lines) until reaching
white matter; in grey matter of mesial segment the electrode's course was oblique.
Longer lines represent cortical cells. Axons of cortical cells are indicated by a cross-

bar at right-hand end of line. Field-axis orientation is shown by the direction of
each line; lines perpendicular to track represent vertical orientation. Brace-
brackets show simultaneously recorded units. Complex receptive fields are indi-
cated by 'Cx'. Afferent fibres from the lateral geniculate body indicated by x,

for 'on' centre; A, for 'off' centre. Approximate positions of receptive fields on

the retina are shown to the right of the penetration. Shorter lines show regions in
which unresolved background activity was observed. Numbers to the left of the
penetration refer to ocular-dominance group (see Part II). Scale 1 mm.
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131

(McCulloch and Pitts, 1943) (Hubel and Wiesel, 1962)
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AI “programs itself”

It can scale up to extract information from a complex real-world signal e.g. an
image, sound sample, piece of text

“Dog”

or to synthesize a complex signal
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AI “programs itself”

Modern models are parameterized by 105 − 1011 parameters.
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Convolutions (LeNet, 1989)

. . . 1990–2010 “neural network Winter” . . .

Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440–186,624–64,896–64,896–43,264–
4096–4096–1000.

neurons in a kernel map). The second convolutional layer takes as input the (response-normalized
and pooled) output of the first convolutional layer and filters it with 256 kernels of size 5× 5× 48.
The third, fourth, and fifth convolutional layers are connected to one another without any intervening
pooling or normalization layers. The third convolutional layer has 384 kernels of size 3 × 3 ×
256 connected to the (normalized, pooled) outputs of the second convolutional layer. The fourth
convolutional layer has 384 kernels of size 3 × 3 × 192 , and the fifth convolutional layer has 256
kernels of size 3× 3× 192. The fully-connected layers have 4096 neurons each.

4 Reducing Overfitting

Our neural network architecture has 60 million parameters. Although the 1000 classes of ILSVRC
make each training example impose 10 bits of constraint on the mapping from image to label, this
turns out to be insufficient to learn so many parameters without considerable overfitting. Below, we
describe the two primary ways in which we combat overfitting.

4.1 Data Augmentation

The easiest and most common method to reduce overfitting on image data is to artificially enlarge
the dataset using label-preserving transformations (e.g., [25, 4, 5]). We employ two distinct forms
of data augmentation, both of which allow transformed images to be produced from the original
images with very little computation, so the transformed images do not need to be stored on disk.
In our implementation, the transformed images are generated in Python code on the CPU while the
GPU is training on the previous batch of images. So these data augmentation schemes are, in effect,
computationally free.

The first form of data augmentation consists of generating image translations and horizontal reflec-
tions. We do this by extracting random 224× 224 patches (and their horizontal reflections) from the
256×256 images and training our network on these extracted patches4. This increases the size of our
training set by a factor of 2048, though the resulting training examples are, of course, highly inter-
dependent. Without this scheme, our network suffers from substantial overfitting, which would have
forced us to use much smaller networks. At test time, the network makes a prediction by extracting
five 224 × 224 patches (the four corner patches and the center patch) as well as their horizontal
reflections (hence ten patches in all), and averaging the predictions made by the network’s softmax
layer on the ten patches.

The second form of data augmentation consists of altering the intensities of the RGB channels in
training images. Specifically, we perform PCA on the set of RGB pixel values throughout the
ImageNet training set. To each training image, we add multiples of the found principal components,

4This is the reason why the input images in Figure 2 are 224× 224× 3-dimensional.

5

Large scale + GPUs (AlexNet, 2012) Attention (Transformer, 2018)
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AI “programs itself”

Training a model consists of gradually changing its parameters to reduce its
error on training examples, so that performance on unseen examples will follow.

Error

Parameters
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AI actually works

François Fleuret Artificial Intelligence and Deep Learning 11 / 43



AI actually works

ImageNet

(Gershgorn, 2017)
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AI actually works

Figure 5. A selection of evaluation results, grouped by human rating.

4.3.7 Analysis of Embeddings

In order to represent the previous word St−1 as input to
the decoding LSTM producing St, we use word embedding
vectors [22], which have the advantage of being indepen-
dent of the size of the dictionary (contrary to a simpler one-
hot-encoding approach). Furthermore, these word embed-
dings can be jointly trained with the rest of the model. It
is remarkable to see how the learned representations have
captured some semantic from the statistics of the language.
Table 4.3.7 shows, for a few example words, the nearest
other words found in the learned embedding space.

Note how some of the relationships learned by the model
will help the vision component. Indeed, having “horse”,
“pony”, and “donkey” close to each other will encourage the
CNN to extract features that are relevant to horse-looking
animals. We hypothesize that, in the extreme case where
we see very few examples of a class (e.g., “unicorn”), its
proximity to other word embeddings (e.g., “horse”) should
provide a lot more information that would be completely
lost with more traditional bag-of-words based approaches.

5. Conclusion

We have presented NIC, an end-to-end neural network
system that can automatically view an image and generate

Word Neighbors
car van, cab, suv, vehicule, jeep
boy toddler, gentleman, daughter, son
street road, streets, highway, freeway
horse pony, donkey, pig, goat, mule
computer computers, pc, crt, chip, compute

Table 6. Nearest neighbors of a few example words

a reasonable description in plain English. NIC is based on
a convolution neural network that encodes an image into a
compact representation, followed by a recurrent neural net-
work that generates a corresponding sentence. The model is
trained to maximize the likelihood of the sentence given the
image. Experiments on several datasets show the robust-
ness of NIC in terms of qualitative results (the generated
sentences are very reasonable) and quantitative evaluations,
using either ranking metrics or BLEU, a metric used in ma-
chine translation to evaluate the quality of generated sen-
tences. It is clear from these experiments that, as the size
of the available datasets for image description increases, so
will the performance of approaches like NIC. Furthermore,
it will be interesting to see how one can use unsupervised
data, both from images alone and text alone, to improve im-
age description approaches.

I: Jane went to the hallway.
I: Mary walked to the bathroom.
I: Sandra went to the garden.
I: Daniel went back to the garden.
I: Sandra took the milk there.
Q: Where is the milk?
A: garden

Scene understanding Pose estimation Geometry estimation

Goal planing Image captioning Question answering
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AI actually works

Human-level performance :

• Skin cancer detection.

• Speech processing.

Super-human performance :

• Image recognition.

• Road sign detection.

• Face recognition.

• Go and chess (“from first principles”), poker.

• Video games from the 80s.
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AI actually works

Protein folding
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for the participating methods, and has long served as the gold-standard 
assessment for the accuracy of structure prediction25,26.

In CASP14, AlphaFold structures were vastly more accurate than 
competing methods. AlphaFold structures had a median backbone 
accuracy of 0.96 Å r.m.s.d.95 (Cα root-mean-square deviation at 95% 
residue coverage) (95% confidence interval = 0.85–1.16 Å) whereas 
the next best performing method had a median backbone accuracy 
of 2.8 Å r.m.s.d.95 (95% confidence interval = 2.7–4.0 Å) (measured on 
CASP domains; see Fig. 1a for backbone accuracy and Supplementary 
Fig. 14 for all-atom accuracy). As a comparison point for this accuracy, 
the width of a carbon atom is approximately 1.4 Å. In addition to very 
accurate domain structures (Fig. 1b), AlphaFold is able to produce 
highly accurate side chains (Fig. 1c) when the backbone is highly accu-
rate and considerably improves over template-based methods even 
when strong templates are available. The all-atom accuracy of Alpha-
Fold was 1.5 Å r.m.s.d.95 (95% confidence interval = 1.2–1.6 Å) compared 
with the 3.5 Å r.m.s.d.95 (95% confidence interval = 3.1–4.2 Å) of the best 
alternative method. Our methods are scalable to very long proteins with 
accurate domains and domain-packing (see Fig. 1d for the prediction 
of a 2,180-residue protein with no structural homologues). Finally, the 
model is able to provide precise, per-residue estimates of its reliability 
that should enable the confident use of these predictions.

We demonstrate in Fig. 2a that the high accuracy that AlphaFold dem-
onstrated in CASP14 extends to a large sample of recently released PDB 

structures; in this dataset, all structures were deposited in the PDB after 
our training data cut-off and are analysed as full chains (see Methods, 
Supplementary Fig. 15 and Supplementary Table 6 for more details). 
Furthermore, we observe high side-chain accuracy when the back-
bone prediction is accurate (Fig. 2b) and we show that our confidence 
measure, the predicted local-distance difference test (pLDDT), reliably 
predicts the Cα local-distance difference test (lDDT-Cα) accuracy of the 
corresponding prediction (Fig. 2c). We also find that the global super-
position metric template modelling score (TM-score)27 can be accu-
rately estimated (Fig. 2d). Overall, these analyses validate that the high 
accuracy and reliability of AlphaFold on CASP14 proteins also transfers 
to an uncurated collection of recent PDB submissions, as would be 
expected (see Supplementary Methods 1.15 and Supplementary Fig. 11 
for confirmation that this high accuracy extends to new folds).

The AlphaFold network
AlphaFold greatly improves the accuracy of structure prediction by 
incorporating novel neural network architectures and training proce-
dures based on the evolutionary, physical and geometric constraints 
of protein structures. In particular, we demonstrate a new architecture 
to jointly embed multiple sequence alignments (MSAs) and pairwise 
features, a new output representation and associated loss that enable 
accurate end-to-end structure prediction, a new equivariant attention 
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Fig. 1 | AlphaFold produces highly accurate structures. a, The performance 
of AlphaFold on the CASP14 dataset (n = 87 protein domains) relative to the top-
15 entries (out of 146 entries), group numbers correspond to the numbers 
assigned to entrants by CASP. Data are median and the 95% confidence interval 
of the median, estimated from 10,000 bootstrap samples. b, Our prediction of 
CASP14 target T1049 (PDB 6Y4F, blue) compared with the true (experimental) 
structure (green). Four residues in the C terminus of the crystal structure are 
B-factor outliers and are not depicted. c, CASP14 target T1056 (PDB 6YJ1).  

An example of a well-predicted zinc-binding site (AlphaFold has accurate side 
chains even though it does not explicitly predict the zinc ion). d, CASP target 
T1044 (PDB 6VR4)—a 2,180-residue single chain—was predicted with correct 
domain packing (the prediction was made after CASP using AlphaFold without 
intervention). e, Model architecture. Arrows show the information flow among 
the various components described in this paper. Array shapes are shown in 
parentheses with s, number of sequences (Nseq in the main text); r, number of 
residues (Nres in the main text); c, number of channels.

(Jumper et al., 2021)

Shape optimization
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AI actually works

Image / video synthesis
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AI actually works

Text synthesis

“Discussing AI in Switzerland and defining an adequate legal frame-
work is of the greatest importance since its role is still unclear, the
associations say.

AI and Ethics The Carte Blanche programme revealed last March that
Switzerland is far from ready for AI-powered robots. The Senate is due
to decide on legislation for these systems in 2019.

But the question of how to integrate AI into society is not just about
what is developed here. To what extent should AI technology be sold or
shared? What kinds of responsibilities should AI systems have?”

“The object was blue all over, but also green all over, it was a very
strange object.”
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AI requires vast amounts of data and computation
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AI requires vast amounts of data and computation

The last decade of progress in AI corresponds to a vast increase of the “training
sets” sizes. The most successful deployed methods rely on human-labeled data.

Data-set Year Nb. images Size

MNIST 1998 60K 12Mb

Caltech 256 2007 30K 1.2Gb

ImageNet 2012 1.2M 150Gb

JFT-300M 2017 300M 36Tb (?)

Data-set Year Nb. books Size

SST2 2013 40K 20Mb

WMT-18 2018 14M 7Gb

OSCAR 2020 12B 6Tb
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AI requires vast amounts of data and computation

A $1’500 mass-market device posses 10’500 computing cores and can make '
35’000 billions operations per second. The current unit for large scale training is
petaflop/s-day (' 1020 operations).

' 500Mwh

' 1.7M kms by car

' 5kwh
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AI requires vast amounts of data and computation

The trend does not seem to slow down:

Figure 3.1: Smooth scaling of performance with compute. Performance (measured in terms of cross-entropy
validation loss) follows a power-law trend with the amount of compute used for training. The power-law behavior
observed in [KMH+20] continues for an additional two orders of magnitude with only small deviations from the
predicted curve. For this figure, we exclude embedding parameters from compute and parameter counts.

Setting PTB

SOTA (Zero-Shot) 35.8a

GPT-3 Zero-Shot 20.5

Table 3.1: Zero-shot results on PTB language modeling dataset. Many other common language modeling datasets
are omitted because they are derived from Wikipedia or other sources which are included in GPT-3’s training data.
a[RWC+19]

3.1 Language Modeling, Cloze, and Completion Tasks

In this section we test GPT-3’s performance on the traditional task of language modeling, as well as related tasks
that involve predicting a single word of interest, completing a sentence or paragraph, or choosing between possible
completions of a piece of text.

3.1.1 Language Modeling

We calculate zero-shot perplexity on the Penn Tree Bank (PTB) [MKM+94] dataset measured in [RWC+19]. We omit
the 4 Wikipedia-related tasks in that work because they are entirely contained in our training data, and we also omit the
one-billion word benchmark due to a high fraction of the dataset being contained in our training set. PTB escapes these
issues due to predating the modern internet. Our largest model sets a new SOTA on PTB by a substantial margin of 15
points, achieving a perplexity of 20.50. Note that since PTB is a traditional language modeling dataset it does not have
a clear separation of examples to define one-shot or few-shot evaluation around, so we measure only zero-shot.

3.1.2 LAMBADA

The LAMBADA dataset [PKL+16] tests the modeling of long-range dependencies in text – the model is asked to
predict the last word of sentences which require reading a paragraph of context. It has recently been suggested that the
continued scaling of language models is yielding diminishing returns on this difficult benchmark. [BHT+20] reflect on
the small 1.5% improvement achieved by a doubling of model size between two recent state of the art results ([SPP+19]

11

(Brown et al., 2020)
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AI is easy to deploy
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AI is easy to deploy

Deep-learning development is usually done in an open-source framework:

Framework Main backer

PyTorch Facebook

TensorFlow Google

JAX Google

MXNet Amazon

Installation can be done with a single command:

conda install pytorch torchvision torchaudio cudatoolkit=10.2 -c pytorch
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AI is easy to deploy

MNIST

(LeCun et al., 1998)
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AI is easy to deploy

model = nn.Sequential(
nn.Conv2d( 1, 32, 5), nn.MaxPool2d(3), nn.ReLU(),
nn.Conv2d(32, 64, 5), nn.MaxPool2d(2), nn.ReLU(),
nn.Flatten(),
nn.Linear(256, 200), nn.ReLU(),
nn.Linear(200, 10)

)

criterion = nn.CrossEntropyLoss()

optimizer = torch.optim.SGD(model.parameters(), lr = 1e-2)

for e in range(nb_epochs):
for input, target in data_loader_iterator(train_loader):

output = model(input)
loss = criterion(output, target)
optimizer.zero_grad()
loss.backward()
optimizer.step()

Model

Training

Takes <10s, test error '1%
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AI is easy to deploy

alexnet = torchvision.models.alexnet(pretrained = True).eval()
output = alexnet(img)

#1 (12.26) Weimaraner

#2 (10.95) Chesapeake Bay retriever

#3 (10.87) Labrador retriever

#4 (10.10) Staffordshire bullterrier, Staffordshire bull terrier

#5 (9.55) flat-coated retriever

#6 (9.40) Italian greyhound

#7 (9.31) American Staffordshire terrier, Staffordshire terrier

#8 (9.12) Great Dane

#9 (8.94) German short-haired pointer

#10 (8.53) Doberman, Doberman pinscher

Weimaraner Chesapeake Bay retriever
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AI models are black boxes
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AI models are black boxes

Deep models are “universal approximators” and in practice very complicated.

The functioning of a trained model is only very partially understood.

Multiple techniques have been developed to analyze the internal quantities
computed in a model and understand the actual processing that occurs.
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AI models are black boxes

(Zeiler and Fergus, 2014)

François Fleuret Artificial Intelligence and Deep Learning 29 / 43



AI models are black boxes

Original images

Guided back-propagation
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AI models are black boxes

 

Head 9-6 
 

- Prepositions attend to their objects 
 

- 76.3% accuracy at the pobj relation 

Head 8-11 
 

- Noun modifiers (e.g., determiners) attend 
  to their noun 
 

- 94.3% accuracy at the det relation 

Head 8-10 
 

- Direct objects attend to their verbs 
 

- 86.8% accuracy at the dobj relation 

Head 7-6 
 

- Possessive pronouns and apostrophes 
  attend to the head of the corresponding NP 
 

- 80.5% accuracy at the poss relation 

Head 4-10 
 

- Passive auxiliary verbs attend to the 
  verb they modify 
 

- 82.5% accuracy at the auxpass relation 

Head 5-4 
 

- Coreferent mentions attend to their antecedents 
 

- 65.1% accuracy at linking the head of a  
  coreferent mention to the head of an antecedent 

Figure 5: BERT attention heads that correspond to linguistic phenomena. In the example attention maps, the
darkness of a line indicates the strength of the attention weight. All attention to/from red words is colored red;
these colors are there to highlight certain parts of the attention heads’ behaviors. For Head 9-6, we don’t show
attention to [SEP] for clarity. Despite not being explicitly trained on these tasks, BERT’s attention heads perform
remarkably well, illustrating how syntax-sensitive behavior can emerge from self-supervised training alone.
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AI models are black boxes

We can generate an “ideal signal” to get a sense of a class representation
encoded in the model.

“King crab” “Paper towel”
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AI models are black boxes

Models are very sensitive to adversarial perturbations.

Original

“Weimaraner” “desktop computer”

Adversarial

“sundial” “desk”

Perturbation
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AI models are black boxes

Language models incorporate biases coming from the data-sets they are trained
on. Some examples generated by a large model publicly available:

“The best for a man’s career is to be the best in his own skill.”

“The best for a woman’s career is to be a housewife.”

“Regarding global warming, it is well known that the Earth’s climate
has been changing for thousands of years.”

“Everybody knows that vaccines are safe and effective, but the public
is not aware of the long-term effects of vaccines.”

“Switzerland has a long history of being a haven for the rich and
famous.”
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Current trends

Large language models can be fine-tuned on new tasks from a limited number
of samples. But they can do more than boosting NLP performance as they
exhibit some “zero shot learning” capabilities when they are properly “primed”
(Brown et al., 2020).

For instance using HuggingFace’s gpt2-xl model with 1.6B parameters:

Cherry is red, lettuce is green, lemon is yellow, and orange is blue.

Cherry is sweet, lettuce is bland, lemon is sour, and orange is bitter.

Cherry is a fruit, lettuce is a vegetable, lemon is a fruit, and so on.
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Figure 2.1: Zero-shot, one-shot and few-shot, contrasted with traditional fine-tuning. The panels above show
four methods for performing a task with a language model – fine-tuning is the traditional method, whereas zero-, one-,
and few-shot, which we study in this work, require the model to perform the task with only forward passes at test
time. We typically present the model with a few dozen examples in the few shot setting. Exact phrasings for all task
descriptions, examples and prompts can be found in Appendix G.

• Zero-Shot (0S) is the same as one-shot except that no demonstrations are allowed, and the model is only given
a natural language instruction describing the task. This method provides maximum convenience, potential for
robustness, and avoidance of spurious correlations (unless they occur very broadly across the large corpus of
pre-training data), but is also the most challenging setting. In some cases it may even be difficult for humans
to understand the format of the task without prior examples, so this setting is in some cases “unfairly hard”.
For example, if someone is asked to “make a table of world records for the 200m dash”, this request can be
ambiguous, as it may not be clear exactly what format the table should have or what should be included (and
even with careful clarification, understanding precisely what is desired can be difficult). Nevertheless, for at
least some settings zero-shot is closest to how humans perform tasks – for example, in the translation example
in Figure 2.1, a human would likely know what to do from just the text instruction.

Figure 2.1 shows the four methods using the example of translating English to French. In this paper we focus on
zero-shot, one-shot and few-shot, with the aim of comparing them not as competing alternatives, but as different
problem settings which offer a varying trade-off between performance on specific benchmarks and sample efficiency.
We especially highlight the few-shot results as many of them are only slightly behind state-of-the-art fine-tuned models.
Ultimately, however, one-shot, or even sometimes zero-shot, seem like the fairest comparisons to human performance,
and are important targets for future work.

Sections 2.1-2.3 below give details on our models, training data, and training process respectively. Section 2.4 discusses
the details of how we do few-shot, one-shot, and zero-shot evaluations.
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Poor English input: I eated the purple berries.
Good English output: I ate the purple berries.
Poor English input: Thank you for picking me as your designer. I’d appreciate it.
Good English output: Thank you for choosing me as your designer. I appreciate it.
Poor English input: The mentioned changes have done. or I did the alteration that you
requested. or I changed things you wanted and did the modifications.
Good English output: The requested changes have been made. or I made the alteration that you
requested. or I changed things you wanted and made the modifications.
Poor English input: I’d be more than happy to work with you in another project.
Good English output: I'd be more than happy to work with you on another project.

Poor English input: Please provide me with a short brief of the design you’re looking for and
that’d be nice if you could share some examples or project you did before.
Good English output: Please provide me with a brief description of the design you're

looking for and that would be nice if you could share some examples or projects you have

done before.

Poor English input: The patient was died.
Good English output: The patient died.

Poor English input: We think that Leslie likes ourselves.
Good English output: We think that Leslie likes us.

Poor English input: Janet broke Bill on the finger.
Good English output: Janet broke Bill's finger.

Poor English input: Mary arranged for, in St. Louis, John to rent a house cheap.
Good English output: Mary arranged for John to rent a house in St. Louis.

Poor English input: Today I have went to the store to to buys some many bottle of water.

Good English output: Today I went to the store to buy some bottles of water.

Poor English input: I have tried to hit ball with bat, but my swing is has miss.

Good English output: I tried to hit the ball with the bat, but my swing missed.

Figure 3.17: Representative GPT-3 completions for the few-shot task of correcting English grammar. Boldface
is GPT-3’s completions, plain text is human prompts. In the first few examples example both the prompt and the
completion are provided by a human; this then serves as conditioning for subsequent examples where GPT-3 receives
successive additional prompts and provides the completions. Nothing task-specific is provided to GPT-3 aside from the
first few examples as conditioning and the “Poor English input/Good English output” framing.
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Context → Q: What is 98 plus 45?
A:

Completion → 143

Figure G.44: Evaluation example for Arithmetic 2D+

Context → Q: What is 95 times 45?
A:

Completion → 4275

Figure G.45: Evaluation example for Arithmetic 2Dx

Context → Q: What is 509 minus 488?
A:

Completion → 21

Figure G.46: Evaluation example for Arithmetic 3D-

Context → Q: What is 556 plus 497?
A:

Completion → 1053

Figure G.47: Evaluation example for Arithmetic 3D+

Context → Q: What is 6209 minus 3365?
A:

Completion → 2844

Figure G.48: Evaluation example for Arithmetic 4D-

Context → Q: What is 9923 plus 617?
A:

Completion → 10540

Figure G.49: Evaluation example for Arithmetic 4D+

Context → Q: What is 40649 minus 78746?
A:

Completion → -38097

Figure G.50: Evaluation example for Arithmetic 5D−

Context → Q: What is 65360 plus 16204?
A:

Completion → 81564

Figure G.51: Evaluation example for Arithmetic 5D+

60

Figure 3.10: Results on all 10 arithmetic tasks in the few-shot settings for models of different sizes. There is a
significant jump from the second largest model (GPT-3 13B) to the largest model (GPT-3 175), with the latter being
able to reliably accurate 2 digit arithmetic, usually accurate 3 digit arithmetic, and correct answers a significant fraction
of the time on 4-5 digit arithmetic, 2 digit multiplication, and compound operations. Results for one-shot and zero-shot
are shown in the appendix.

Setting 2D+ 2D- 3D+ 3D- 4D+ 4D- 5D+ 5D- 2Dx 1DC

GPT-3 Zero-shot 76.9 58.0 34.2 48.3 4.0 7.5 0.7 0.8 19.8 9.8
GPT-3 One-shot 99.6 86.4 65.5 78.7 14.0 14.0 3.5 3.8 27.4 14.3
GPT-3 Few-shot 100.0 98.9 80.4 94.2 25.5 26.8 9.3 9.9 29.2 21.3

Table 3.9: Results on basic arithmetic tasks for GPT-3 175B. {2,3,4,5}D{+,-} is 2, 3, 4, and 5 digit addition or
subtraction, 2Dx is 2 digit multiplication. 1DC is 1 digit composite operations. Results become progressively stronger
moving from the zero-shot to one-shot to few-shot setting, but even the zero-shot shows significant arithmetic abilities.

First we evaluate GPT-3 in the few-shot setting, for which results are shown in Figure 3.10. On addition and subtraction,
GPT-3 displays strong proficiency when the number of digits is small, achieving 100% accuracy on 2 digit addition,
98.9% at 2 digit subtraction, 80.2% at 3 digit addition, and 94.2% at 3-digit subtraction. Performance decreases as the
number of digits increases, but GPT-3 still achieves 25-26% accuracy on four digit operations and 9-10% accuracy on
five digit operations, suggesting at least some capacity to generalize to larger numbers of digits. GPT-3 also achieves
29.2% accuracy at 2 digit multiplication, an especially computationally intensive operation. Finally, GPT-3 achieves
21.3% accuracy at single digit combined operations (for example, 9*(7+5)), suggesting that it has some robustness
beyond just single operations.

As Figure 3.10 makes clear, small models do poorly on all of these tasks – even the 13 billion parameter model (the
second largest after the 175 billion full GPT-3) can solve 2 digit addition and subtraction only half the time, and all
other operations less than 10% of the time.

One-shot and zero-shot performance are somewhat degraded relative to few-shot performance, suggesting that adaptation
to the task (or at the very least recognition of the task) is important to performing these computations correctly.
Nevertheless, one-shot performance is still quite strong, and even zero-shot performance of the full GPT-3 significantly
outperforms few-shot learning for all smaller models. All three settings for the full GPT-3 are shown in Table 3.9, and
model capacity scaling for all three settings is shown in Appendix H.

To spot-check whether the model is simply memorizing specific arithmetic problems, we took the 3-digit arithmetic
problems in our test set and searched for them in our training data in both the forms "<NUM1> + <NUM2> =" and
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OpenAI/Github’s copilot
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OpenAI/Github’s copilot
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“A painting of the last day”

“A summer day”

VQ-GAN + CLIP (@adverb on Twitter)
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“Seasons”

“Uncertain but Hopeful Future”

VQ-GAN + CLIP (@moultano on Twitter)
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Future

The path for technical development seems clear for a 5-10y horizon:

• larger models / hardware,

• self-training,

• few / zero-shot learning with “foundation models”,

• out-of-distribution / causality,

• safety / interpretability.

Legal / societal issues:

• legal responsibility,

• intellectual property of models / generated content,

• white collar job disruption,

• trust in media disruption,

• power imbalance between countries, mega corporations,

• weaponization, arm race.
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